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  본 문서는 ‘공개소프트웨어 기반의 개인용 슈퍼 컴퓨팅 플랫폼 구축 및 커뮤니티 운영’ 과제에 대한 개발 분석과 계획에 대하여 서술한 자료임.
[bookmark: _Toc295074394]분석자료
1. [bookmark: _Toc295074395]GPGPU의 기반이 되는 Architecture
1.1 초기 GPGPU Framework
[image: ]
* Ref. : 이만희, 박인규, 원석진, 조성대, “GPU를 이용한 DWT 및 JPEG2000의 고속 연산”, 전자공학회 논문지, Vol.44-SP, No.6, pp.9-15, 2007년 11월

1.2 엔비디아 CUDA 구조
1.2.1 Block Diagram
[image: ]
1.2.2 CUDA Software 개발환경
	Libraries 
	Advanced libraries that include BLAS, FFT, and other functions optimized for the CUDA architecture 

	C Runtime 
	The C Runtime for CUDA provides support for executing standard C functions on the GPU and allows native bindings for other high-level languages such as Fortran, Java, and Python 

	Tools 
	NVIDIA C Compiler (nvcc), CUDA Debugger (cudagdb), CUDA Visual Profiler (cudaprof), and other helpful tools 

	Documentation 
	Includes the CUDA Programming Guide, API specifications, and other helpful documentation 

	Samples 
	SDK code samples and documentation that demonstrate best practices for a wide variety GPU Computing algorithms and applications 



1.2.3 CUDA 적용 Language
Fortran: 
o Fortran wrapper for CUDA – http://www.nvidia.com/object/cuda_programming_tools.html  
o FLAGON Fortran 95 library for GPU Numerics – http://flagon.wiki.sourceforge.net/  
o PGI Fortran to CUDA compiler – http://www.pgroup.com/resources/accel.htm  

Java: 
o JaCuda – http://jacuda.wiki.sourceforge.net  
o Bindings for CUDA BLAS and FFT libs – http://javagl.de/index.html  

Python: 
o PyCUDA Python wrapper – http://mathema.tician.de/software/pycuda  

.NET languages: 
o CUDA.NET – http://www.gass-ltd.co.il/en/products/cuda.net  

Resources for other languages: 
o SWIG – http://www.swig.org (generates interfaces to C/C++ for dozens of languages) 

1.3 OpenCL
1.3.1 OpenCL – Open Computing Language
[image: ]
1.3.2 OpenCL 적용 이전과 이후
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1.3.3 OpenCL 조합
[image: ]
1.3.4 OpenCL Software
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1.3.5 OpenCL과 기타 표준과의 관계
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1.3.6 OpenCL Platform Model
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1.3.7 OpenCL Memory Model
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1.3.8 OpenCL Kernel 실행
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1.3.9 OpenCL SDK 제공
Intel OpenCL SDK : http://software.intel.com/en-us/articles/opencl-sdk/#resource 
NVIDIA OpenCL SDK: http://developer.nvidia.com/opencl 
AMD OpenCL SDK : http://developer.amd.com/sdks/AMDAPPSDK/Pages/default.aspx 

1.3.10 OpenCL Reference.
* OpenCL  The Open Standard for Heterogeneous Parallel Programming, Neil Trevett(Khronos President) , Multicore Expo, March 2009
* OpenCL Technical Overview, John Roberts(NVidia), Multicore Expo, March 2009
* OpenCL as an intermediate language for heterogeneous multi-core programming, Alastair F. Donaldson(Codeplay Software Ltd. ), Multicore Expo, March 2009
* “Apple主導 の OpenCL プロセ サに 自由 をもたらす, Nikkei Electronics, Dec. 08, 2008
* Khronos Group :  http://www.khronos.org
* The OpenCL  Specification, version : 1.0, Document Revisions : 43, Khronos OpenCL Working Group
* Open Standard Industry Update from handhelds to supercomputers, Jon Peddie Research
2. [bookmark: _Toc295074396]GPGPU 적용을 위한 Application 분석.
2.1 AutoDock Vina
2.1.1 기본 설명
O AutoDock Vina는 신약개발을 위한 Open Source Project
O Molecular docking, virtual screening 기능
O multi-core capability, high performance, 정확도 향상, 사용 용이성 제공
2.1.2 개발자
    O Dr. Oleg Trott in the Molecular Graphics Lab at The Scripps Research Institute
2.1.3 결과 형상
flexible docking (green)의 결과가 crystal structures (a) indinavir, (b) atorvastatin, (c) imatinib, and (d) oseltamivir 각각 에 올려있는 모습
[image: ]

2.1.4 참고자료
http://vina.scripps.edu/ 
O. Trott, A. J. Olson, AutoDock Vina: improving the speed and accuracy of docking with a new scoring function, efficient optimization and multithreading, Journal of Computational Chemistry 31 (2010) 455-461

[bookmark: _Toc295074397]개발계획 (가칭 PSClib : Personal Super Computing Library)
1. [bookmark: _Toc295074398]PSClib
1.1 필요성
엔지니어, 과학자, 분석가, 기술 전문가들이 GPU를 이용한 데이터 분석 작업에 연산 성능을 최대한으로 이용할 수 있도록 지원.   최근 증대되는 이미지 데이터, 복잡한 분석 알고리즘, 수치해석 모델 등이 기존 CPU의 성능으로는 부족함을 느끼고 있기 때문에 GPU를 추가로 이용하는 것이 필요함.
1.2 필요 기능
기존 CPU 프로그래밍을 하던 개발자들도 GPU 사용을 쉽게 할 수 있도록 지원해야 하며 이를 위한 해결 방안은 대용량 병렬 알고리즘이나 GPU 메모리 관리의 용이한 개발 환경이 필요함.
가속된 Mathematical, Image Filtering, Simulation Functions
Structural mechanics, fuid dynamics, earth, science, biosciences, medial/diagnostic imaging, financial engineering.

1.3 참고자료
CUDA Web Site : http://www.nvidia.com/cuda 
기타 본 문서 ‘관련자료’ 참조
2. [bookmark: _Toc295074399]PSClib Block Diagram
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1. [bookmark: _Toc295074401]GPGPU를 이용한 어플리케이션
	category
	title

	Government & Defense
	RealityServer

	Government & Defense
	Ikena: Imagery Analysis and Video Forensics

	Government & Defense
	Signal Processing Library: GPU VSIPL

	Government & Defense
	IDL and MATLAB Acceleration: GPULib

	Government & Defense
	GIS: Manifold

	Government & Defense
	MATLAB GPU Computing: MathWorks

	Government & Defense
	MATLAB Plugin: Accelereyes

	Molecular Dynamics, Computational Chemistry
	OpenMM library for accelerating molecular dynamics on GPUs

	Molecular Dynamics, Computational Chemistry
	GROMACS using OpenMM

	Molecular Dynamics, Computational Chemistry
	NAMD molecular dynamics

	Molecular Dynamics, Computational Chemistry
	VMD visualization of molecular dynamics

	Molecular Dynamics, Computational Chemistry
	HOOMD molecular dynamics

	Molecular Dynamics, Computational Chemistry
	Acellera: ACEMD bio-molecular dynamics package

	Molecular Dynamics, Computational Chemistry
	BigDFT: DFT (Density functional theory) electronic structure code 

	Molecular Dynamics, Computational Chemistry
	MDGPU

	Molecular Dynamics, Computational Chemistry
	GPUGrid.net

	Molecular Dynamics, Computational Chemistry
	MATLAB GPU Computing: MathWorks

	Molecular Dynamics, Computational Chemistry
	MATLAB plugin: Accelereyes

	Life Sciences, Bio-informatics
	GPU HMMER

	Life Sciences, Bio-informatics
	DNA Sequence alignment: MUMmerGPU

	Life Sciences, Bio-informatics
	LISSOM: model of human neocortex using CUDA

	Life Sciences, Bio-informatics
	Silicon Informatics: AutoDock 

	Life Sciences, Bio-informatics
	MATLAB plugin: Accelereyes

	Electrodynamics and electromagnetic
	Acceleware: FDTD Solver 

	Electrodynamics and electromagnetic
	Acceleware: EM Solutions

	Electrodynamics and electromagnetic
	Remcom XStream FDTD 

	Electrodynamics and electromagnetic
	SPEAG Semcad X 

	Electrodynamics and electromagnetic
	CST Microwave Studio 

	Electrodynamics and electromagnetic
	Quantum electrodynamics library 

	Electrodynamics and electromagnetic
	GPMAD : Particle beam dynamics simulator

	Medical Imaging, CT, MRI
	RealityServer

	Medical Imaging, CT, MRI
	GPULib:IDL acceleration 

	Medical Imaging, CT, MRI
	Acceleware: Imaging Solutions

	Medical Imaging, CT, MRI
	Digisens: SnapCT tomographic reconstruction software

	Medical Imaging, CT, MRI
	Techniscan: Whole Breast Ultrasound Imaging System 

	Medical Imaging, CT, MRI
	NVPP: NVIDIA Performance Primitives (early access) 

	Medical Imaging, CT, MRI
	MATLAB GPU Computing: MathWorks

	Medical Imaging, CT, MRI
	MATLAB plugin: Accelereyes

	Oil & Gas
	RealityServer

	Oil & Gas
	Acceleware: Kirchoff and Reverse Time Migration

	Oil & Gas
	SeismicCity: 3D seismic imaging for prestack depth migration

	Oil & Gas
	OpenGeoSolutions: Spectral decomposition and inversion

	Oil & Gas
	Mercury Computer systems: 3D data visualization

	Oil & Gas
	ffA: 3D Seismic processing software

	Oil & Gas
	Headwave: Prestack data processing

	Oil & Gas
	GIS: Manifold

	Oil & Gas
	MATLAB GPU Computing: MathWorks

	Oil & Gas
	MATLAB plugin: Accelereyes

	Financial computing and options pricing
	SciComp: derivatives pricing

	Financial computing and options pricing
	Hanweck: options pricing

	Financial computing and options pricing
	Exegy: Risk Analysis

	Financial computing and options pricing
	Aqumin: 3D Visualization of market data

	Financial computing and options pricing
	Level 3 Finance 

	Financial computing and options pricing
	OnEye (Australia): Accelerated Trading Solutions 

	Financial computing and options pricing
	Arbitragis Trading 

	Financial computing and options pricing
	Enabling GPU Computing in the R Statistical Environment 

	Financial computing and options pricing
	MATLAB GPU Computing: MathWorks

	Financial computing and options pricing
	MATLAB plugin: Accelereyes

	Math
	CUDA Acceleration for MATLAB

	Math
	Accelereyes: Jacket engine for MATLAB 

	Math
	GPULib: mathematical functions for IDL and MATLAB 

	Math
	Integrating Simulink with CUDA using S-functions 

	Math
	Enabling GPU Computing in the R Statistical Environment 

	Math
	Mathematica plug-in for CUDA 

	Math
	Using NVIDIA GPUs with National Instruments LabView

	Electronic Design Automation
	Agilent EESof: ADS SPICE simulator 

	Electronic Design Automation
	Synopsys: Sentaraus TCAD 

	Electronic Design Automation
	Gauda: Optical proximity correction (OPC) 

	Weather and Ocean Modeling
	CUDA-accelerated WRF code 

	Video, Imaging, and Vision Applications
	Axxon Intellect Enterprise Video Surveillance Software

	Video, Imaging, and Vision Applications
	Pflow CUDA Plugin for Autodesk 3ds Max

	Video, Imaging, and Vision Applications
	RUINS Shatter CUDA Plug-in for Maya

	Video, Imaging, and Vision Applications
	Bullet 3D Multi-Physics Library with CUDA Support

	Video, Imaging, and Vision Applications
	CUDA Voxel Rendering Engine

	Video, Imaging, and Vision Applications
	NVPP: NVIDIA Performance Primitives (early access) Volume Rendering with CUDA for VTK / Slicer3

	Video, Imaging, and Vision Applications
	Furryball: Direct3D GPU Rendering Plugin for Maya

	Video, Imaging, and Vision Applications
	For consumer CUDA applications, visit NZone


출처 : CUDA-Accelerated Applications ( http://www.nvidia.com/object/cuda_app_tesla.html )

2. [bookmark: _Toc295074402]GPGPU 관련 서적
	Front Cover
	Title
	Autor / Editor
	Date
	Publisher
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	Opencl Programming Guide
	Aaftab Munshi; Benedict Gaster; Timothy G. Mattson; James Fung
	2011-7-25
	Addison-Wesley Professional
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	GPU Pro 2
	Wolfgang Engel
	2011-02-14
	A K Peters/CRC Press
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	Gpu Computing Gems Emerald Edition
	Wen-mei W. Hwu
	2011-2-7
	Elsevier Science & Technology
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	Scientific Computing with Multicore and Accelerators (Chapman & Hall/CRC Computational Science)
	Jakub Kurzak, David A. Bader, Jack Dongarra
	2010-12-07
	CRC Press
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	Cuda By Example: An Introduction to General-Purpose GPU Programming (OpenCL입문 - GPU와 멀티코어 CPU 병렬 프로그래밍)

	Jason Sanders; Edward Kandrot
	2010-7-29
	Addison-Wesley
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	GPU Pro: Advanced Rendering Techniques
	Wolfgang Engel
	2010-07-01
	A K Peters 
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	Opencl入門 - GPU&マルチコアCPU並列プログラミング for MacOS Windows Linux  (OpenCL입문 - GPU와 멀티코어 CPU 병렬 프로그래밍)
	奥薗隆司
	2010-5-1
	インプレスジャパン
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	The OpenCL Programming Book
	Ryoji Tsuchiyama, Takashi Nakamura, Takuro Iizuka, Akihiro Asahara, Satoshi Miki
	2010-03-31
	Fixstars Corporation
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	Cuda高速gpuプログラミング入門 (CUDA 고속 GPU 프로그래밍 입문)
	岡田賢治
	2010-3-1
	秀和システム
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	Programming Massively Parallel Processors
	David Kirk; Wen-mei W. Hwu
	2010-2-5
	Elsevier Science & Technology
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	Opencl入門 - マルチコアCPU・GPUのための並列プログラミング (OpenCL 입문 - 멀티코어 CPU, GPU를 위한 병렬 프로그래밍)
	株式会社フィックスターズ, 土山 了士, 中村 孝史, 飯塚 拓郎, 浅原 明広, 三木 聡
	2010-1-22
	インプレスジャパン

	[image: OpenCL並列プログラミング―マルチコアCPU/GPUのための標準フレームワーク]
	



	Opencl並列プログラミング - マルチコアCPU/GPUのための標準フレームワーク(OpenCL 병렬 프로그래밍 - 멀티코어 CPU/GPU를 위한 표준 프레임워크)
	池田成樹
	2010-1-1
	カットシステム
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	はじめての Cuda プログラミング - 驚異の開発環境[GPU+CUDA]を使いこなす! (처음 배우는 CUDA 프로그래밍 - 경이적인 개발환경[GPU+CUDA]을 자유자재로!)
	青木尊之; 額田彰
	2009-11-1
	工学社
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	GPU高性能运算之CUDA (GPU 고성능 연산 CUDA)
	张舒, 褚艳利
	2009-10-1
	DynoMedia Inc.
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	基于GPU的多尺度离散模拟并行计算 (GPU 기반의 다척도 이산시뮬레이션 병렬연산)
	多相复杂系列国家重点实验室, 多尺度离散模拟项目组
	2009-1-1
	科学出版社
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	Process Algebra For Parallel And Distributed Processing (Chapman & Hall/Crc Computational Science Series)
	Michael Alexander; William Gardner
	2008-12-22
	Chapman & Hall/CRC
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	The Art of Multiprocessor Programming 
	Maurice Herlihy, Nir Shavit
	2008-03-14
	Morgan Kaufmann


* 출처 : 1) NVIDIA - CUDA & GPU 컴퓨팅 서적 ( http://www.nvidia.co.kr/object/cuda_books_kr.html )
           2) 아마존 (http://www.amazon.com, http://www.amazon.cn, http://www.amazon.co.jp )
            3) FIXSTARS ( http://www.fixstars.com/en/company/books/opencl/ )

3. [bookmark: _Toc295074403]GPGPU 관련 IEEE 자료
	1
	Parallel Exact Inference on a CPU-GPGPU Heterogenous System

	2
	Optimal loop unrolling for GPGPU programs

	3
	Exploring GPGPU workloads: Characterization methodology, analysis and microarchitecture evaluation implications

	4
	Parallel connected-component labeling algorithm for GPGPU applications

	5
	The optimization of parallel Smith-Waterman sequence alignment using on-chip memory of GPGPU

	6
	GPGPU-based Latency Insertion Method: Application to PDN simulations

	7
	Many-Thread Aware Prefetching Mechanisms for GPGPU Applications

	8
	GPGPU implementation of a synaptically optimized, anatomically accurate spiking network simulator

	9
	Migrating real-time depth image-based rendering from traditional to next-gen GPGPU

	10
	GPGPU supported cooperative acceleration in molecular dynamics

	11
	A GPGPU-Based Collision Detection Algorithm

	12
	A Case Study of SWIM: Optimization of Memory Intensive Application on GPGPU

	13
	Neuromorphic models on a GPGPU cluster

	14
	Parallelizing Simulated Annealing-Based Placement Using GPGPU

	15
	Fast implementation of Wyner-Ziv Video codec using GPGPU

	16
	GPGPU-FDTD method for 2-dimensional electromagnetic field simulation and its estimation

	17
	6.8: Presentation session: Neuroanatomy, neuroregeneration, and modeling: “GPGPU implementation of a synaptically optimized, anatomically accurate spiking network simulator”

	18
	Accelerating Particle Swarm Algorithm with GPGPU

	19
	GpuWars: Design and Implementation of a GPGPU Game

	20
	Enabling Energy-Efficient Analysis of Massive Neural Signals Using GPGPU

	21
	Efficient scan-window based object detection using GPGPU

	22
	Barra: A Parallel Functional Simulator for GPGPU

	23
	High-speed electromagnetic field simulation by HIE-FDTD method with GPGPU

	24
	An implementation and its evaluation of password cracking tool parallelized on GPGPU

	25
	GPGPU-Aided Ensemble Empirical-Mode Decomposition for EEG Analysis During Anesthesia

	26
	FSimGP^2: An Efficient Fault Simulator with GPGPU

	27
	Parallel implementation of a Quantization algorithm for pricing American style options on GPGPU

	28
	Development of nonlinear filter bank system for real-time beautification of facial video using GPGPU

	29
	Emerging technology about GPGPU

	30
	Parallel implementation of Quantization methods for the valuation of swing options on GPGPU

	31
	Acceleration of Streamed Tensor Contraction Expressions on GPGPU-Based Clusters

	32
	Acceleration of Functional Validation Using GPGPU

	33
	Optimizing vehicle routing problems using evolutionary computation on gpgpu

	34
	Fast Disk Encryption through GPGPU Acceleration

	35
	Preliminary implementation of VQ image coding using GPGPU

	36
	Optimum real-time reconstruction of Gamma events for high resolution Anger camera with the use of GPGPU

	37
	Implementation of Sequential Importance Sampling in GPGPU

	38
	Effectiveness of a strip-mining approach for VQ image coding using GPGPU implementation

	39
	hiCUDA: High-Level GPGPU Programming

	40
	A performance prediction model for the CUDA GPGPU platform

	41
	A Program Behavior Study of Block Cryptography Algorithms on GPGPU

	42
	Linear genetic programming GPGPU on Microsoft’s Xbox 360

	43
	Parallel implementation of pedestrian tracking using multiple cues on GPGPU

	44
	Fast parallel analysis of dynamic contrast-enhanced magnetic resonance imaging on GPGPU

	45
	A design case study: CPU vs. GPGPU vs. FPGA

	46
	Synthetic Aperture Radar Processing with GPGPU

	47
	Auto-tuning Dense Matrix Multiplication for GPGPU with Cache

	48
	Parallelization of spectral clustering algorithm on multi-core processors and GPGPU

	49
	Size Matters: Space/Time Tradeoffs to Improve GPGPU Applications Performance

	50
	Hard Data on Soft Errors: A Large-Scale Assessment of Real-World Error Rates in GPGPU

	51
	SIFT-Cloud-Model for object detection and pose estimation with GPGPU acceleration

	52
	Performance Debugging of GPGPU Applications with the Divergence Map

	53
	GPGPU-based Gaussian Filtering for Surface Metrological Data Processing

	54
	Processing of synthetic Aperture Radar data with GPGPU

	55
	Message passing for GPGPU clusters: CudaMPI

	56
	Recent trends in software and hardware for GPGPU computing: A comprehensive survey

	57
	Accelerating PCG power/ground network solver on GPGPU

	58
	Nonnegative Tensor Factorization Accelerated Using GPGPU

	59
	An Interior Point Optimization Solver for Real Time Inter-frame Collision Detection: Exploring Resource-Accuracy-Platform Tradeoffs

	60
	Design and Implementation of a Uniform Platform to Support Multigenerational GPU Architectures for High Performance Stream-Based Computing

	61
	Fast Two Dimensional Convex Hull on the GPU

	62
	Profiling General Purpose GPU Applications

	63
	Planetary-Scale Terrain Composition

	64
	CUDA implementation of McCann99 retinex algorithm

	65
	GridCuda: A Grid-Enabled CUDA Programming Toolkit

	66
	GPU Accelerated Lanczos Algorithm with Applications

	67
	String Matching on a Multicore GPU Using CUDA

	68
	Object oriented framework for real-time image processing on GPU

	69
	In Situ Power Analysis of General Purpose Graphical Processing Units

	70
	A fast GPU algorithm for graph connectivity

	71
	Statistical Testing of Random Number Sequences Using Graphics Processing Units

	72
	Implementation of Ant Colony Algorithm Based on GPU

	73
	Fast Deformable Registration on the GPU: A CUDA Implementation of Demons

	74
	Theoretical and Empirical Analysis of a GPU Based Parallel Bayesian Optimization Algorithm

	75
	A Translation Framework for Virtual Execution Environment on CPU/GPU Architecture

	76
	RankBoost Acceleration on both NVIDIA CUDA and ATI Stream Platforms

	77
	High Performance Hybrid Functional Petri Net Simulations of Biological Pathway Models on CUDA

	78
	Heuristic Optimization Methods for Improving Performance of Recursive General Purpose Applications on GPUs

	79
	Shape Manipulation on GPU

	80
	Parallel and distributed seismic wave field modeling with combined Linux clusters and graphics processing units

	81
	Scalable, High Performance Fourier Domain Optical Coherence Tomography: Why FPGAs and Not GPGPUs

	82
	Barnes-hut treecode on GPU

	83
	Parallel processing between GPU and CPU: Concepts in a game architecture

	84
	Implementation of TFT inspection system using the common unified device architecture (CUDA) on modern graphics hardware

	85
	OpenCL: Make Ubiquitous Supercomputing Possible

	86
	SSE Vectorized and GPU Implementations of Arakawa's Formula for Numerical Integration of Equations of Fluid Motion

	87
	A Hybrid Computational Grid Architecture for Comparative Genomics

	88
	Task Scheduling of Parallel Processing in CPU-GPU Collaborative Environment

	89
	Toward Harnessing DOACROSS Parallelism for Multi-GPGPUs

	90
	Massively Parallel Neural Signal Processing: A Case&#xD; for Analysis of EEG with Absence Seizure

	91
	An Architecture for Improving the Efficiency of Specialized Vertical Search Engine Based on GPGPUs

	92
	Reducing IO bandwidth for GPU based moment invariant classifier systems

	93
	An algorithmic incremental and iterative development method to parallelize dusty-deck FORTRAN HPC codes in GPGPUs using CUDA

	94
	Throughput-Effective On-Chip Networks for Manycore Accelerators

	95
	Fast seismic modeling and Reverse Time Migration on a GPU cluster

	96
	Fast Motion Estimation on Graphics Hardware for H.264 Video Encoding

	97
	Community Structure Discovery algorithm on GPU with CUDA

	98
	Multi-agent traffic simulation with CUDA

	99
	Data structure design for GPU based heterogeneous systems

	100
	GPU acceleration of method of moments matrix assembly using Rao-Wilton-Glisson basis functions

	101
	A High-Performance Multi-user Service System for Financial Analytics Based on Web Service and GPU Computation

	102
	Improving Hybrid OpenCL Performance by High Speed Networks

	103
	Accelerating spatial clustering detection of epidemic disease with graphics processing unit

	104
	Automated development of applications for graphical processing units using rewriting rules

	105
	Statistical testing of random number sequences using CUDA

	106
	A Dynamic Resource Management and Scheduling Environment for Embedded Multimedia and Communications Platforms

	107
	Fast acoustic computations using graphics processors

	108
	GPU acceleration of the dynamics routine in the HIRLAM weather forecast model

	109
	An approach of tool paths generation for CNC machining based on CUDA

	110
	Implementation and optimization of image processing algorithms on handheld GPU

	111
	GPU-based high-speed and high-precision visual tracking

	112
	CUDA Memory Optimizations for Large Data-Structures in the Gravit Simulator

	113
	Mapping High-Fidelity Volume Rendering for Medical Imaging to CPU, GPU and Many-Core Architectures

	114
	Hybrid Map Task Scheduling for GPU-Based Heterogeneous Clusters

	115
	Power-Efficient Work Distribution Method for CPU-GPU Heterogeneous System
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